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Molecular liquids can be modeled at different levels of spatial resolution. In atomic-level (AL) models, all
(heavy) atoms can be explicitly simulated. In coarse-grained (CG) models, particles (beads) that represent
groups of covalently bound atoms are used as elementary units. Ideally, a CG model should reproduce the
thermodynamic and structural properties of the corresponding AL model after mapping to the lower-resolution
scale. In the present work, two such models are investigated: (i) the classical GROMOS atomic-level model;
(ii) a CG model recently proposed by Marrink et al., which maps approximately four non-hydrogen atoms to
one bead [J. Phys. Chem. B2004, 108, 750]. The study is restricted ton-alkanes whose aliphatic fragments
are abundantly found in lipids of biological interest. Additionally,cis-9-octadecene is included, as a template
chain of the lipid dioleoylphosphatidylcholine (DOPC). The two representations of molecules in the liquid
phase are compared in terms of average molecular structures, extent of configurational space sampled, and
single-molecule entropies. An approximate method is used to estimate the rotational contributions to the
absolute configurational entropy. Good correspondence between the AL and CG representations is found.
The loss in configurational entropy due to the reduction in degrees of freedom upon coarse-graining of the
model is estimated.

Introduction

In recent years, there has been a steadily growing interest in
the development of coarse-grained (CG) models for a variety
of polymers (for reviews, see refs 2, 3, and 4) and for systems
consisting of lipids and surfactants (for reviews, see refs 5 and
6). Different from the classical atomic-level (AL) representa-
tions, these models consist of beads (also called superatoms or
interaction sites with mass) representing groups of atoms,
monomers, or even several monomeric units. These beads
interact through an effective potential energy function (force
field) that takes into account the effect of the omitted degrees
of freedom in a mean-field manner. Models of this type have
originally been proposed by Smit et al. to study a water-oil
interface in the presence of micelles7 as well as surfactant self-
assembly.8 The possibilities of extending this approach to
polypeptide and nucleic-acid systems are more limited, because
many different types of CG beads would be required in this
context to account for the specific physicochemical properties
of individual groups (e.g., side chains in proteins, bases in
nucleic acids). Therefore, only a reduced number of studies have
been reported for these types of biomolecules (for a compre-
hensive review on coarse-grained models for proteins, see ref
9). On the contrary, several approaches have been followed with
success to arrive at semiquantitative CG descriptions of the
properties of lipids,1,10-12 DPPC-cholesterol bilayers,13 am-
phiphilic di-block copolymers,14 and solvated malto-oligosac-
charides.15

The use of CG models is complementary to a more accurate
AL description. With a CG model, the size-scale and time-scale
dependence of the system properties can be explored,16-20 while
the investigation can be followed by a focused atomistic study
of important details using an AL model. This is an appealing
procedure, for instance, when a long AL molecular dynamics
simulation would be excessively expensive and/or to obtain
equilibrated atomistic structures for slowly relaxing systems.
In the latter case, the system can be constructed and equilibrated
using the CG model and, subsequently, mapped to an AL model.
Simulations using the latter model then need to be equilibrated
only for a comparatively short simulation time and can be used
to compute thermodynamic, dynamic, and structural properties
that require atomistic detail. To achieve consistency, however,
the CG model should reproduce the most relevant features of
the AL model and cannot be considered as an independent
substitutive tool. In practice, the quality of a CG model mainly
depends on the chosen coarse-graining procedure, including (i)
the model resolution (how many AL particles per CG bead),
(ii) the mapping procedure (how the bead positions are defined
as a function of the AL particle coordinates), (iii) the potential
energy function entering into the CG Hamiltonian, and (iv) the
experimental and AL simulation properties against which the
CG model parameters are optimized.

Irrespective of the chosen coarse-graining procedure, the
average molecular structure and flexibility are among the
properties which should be considered when validating a CG
model by comparison with corresponding AL simulations.
Average molecular structures at the CG and AL levels can easily
be compared.15,17Flexibility at the two levels can be compared
by examining the configurational spaces sampled by the two
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models. In addition, the thermodynamic properties of both types
of models should be comparable. Here, we investigate more
specifically the corresponding configurational entropies.

The configurational entropy is a thermodynamic quantity
directly related to the accessible configurational space of a
molecular system (i.e., for a single-molecule, to its flexibility).
The reliable estimation of entropies and entropy differences from
molecular dynamics (MD) simulations is a notoriously difficult
problem that currently constitutes one of the key challenges in
computational chemistry.21-30 This is because the absolute
entropy is a measure of the overall extent of phase space
accessible to a system and can thus in principle only be
determined on the basis of an infinitely long simulation. A
method to estimate configurational entropies from MD trajec-
tories was first introduced by Karplus and Kushick,21 by
postulating a multivariate Gaussian probability distribution
associated to the nondiffusive degrees of freedom of a molecular
system (quasi-harmonic assumption). Implications for free
energy determination as well as the effects of constraints,
coordinate transformations, and quantum corrections were later
provided, together with a critical analysis of the approximations
involved in the quasi-harmonic approach and of the resulting
errors.22,23,30 Two variants of the quasi-harmonic analysis in
Cartesian coordinates have been suggested. In the most recent
version of Andricioaei and Karplus,26 the quasi-harmonic
entropy is estimated by diagonalizing the covariance matrix and
applying the exact quantum-mechanical equation for the entropy
of a one-dimensional harmonic oscillator to the corresponding
eigenvalues. In the original approach of Schlitter,24 the diago-
nalization process is substituted by a determinant calculation
and the correct quantum-mechanical formula for the entropy is
replaced by an approximate heuristic expression. In practice,
the two alternative formulations result in very similar (2%
different) entropy estimates.29,30

Here, the (single-molecule; see Table 1) configurational
entropy of pure hydrocarbons in the liquid state is estimated.
Two models are investigated. In the GROMOS AL model,31-33

each atom in a molecule is represented by one interaction site,
except aliphatic groups, for which the carbon atom and bound
hydrogen atoms (united atom) are treated as one interaction site.
This united-atom force field reproduces the properties of
n-alkanes as accurately as all-atom (i.e., explicitly including all
hydrogen atoms) force fields.34 The second model is the coarse-
grained (CG) model recently proposed by Marrink et al.,1 which
approximately maps four non-hydrogen atoms to one interaction
site (bead) and has been optimized to model lipid aggregates
in water.

The set of hydrocarbons considered here has been chosen
with an eye to the occurrence of aliphatic chains in lipids of
biological interest. The molecule sizes have been limited to
n-alkanes up to hexadecane (Figure 1) and octadecane, which
allows for comparison with available experimental data. Ad-
ditionally, cis-9-octadecene (Figure 1) was included in the set
in order to investigate the effect of the central double bond in
both the AL and CG models and for its relevance as a template
for dioleoylphosphatidylcholine (DOPC), a lipid occurring in
biological membranes.

By estimating configurational entropies, the present work
addresses several aspects concerning the simplification of a force
field for MD simulations. First, what is the simulation length
required for a single hydrocarbon molecule to sample its
accessible configurational space? Is it possible to measure the
extent of the configurational space sampled and to estimate the
entropy contribution associated with single-molecule overall

rotation? Second, to what extent does the CG model reproduce
the properties of the AL model in terms of entropy, dynamics,
and structure? Vice versa, how does the AL description map to
the CG picture?

Methods

Molecular Dynamics Simulations. Trajectories for liquid
hydrocarbons were generated using the MD package GRO-
MACS (version 3.0, ref 35) based on either the AL (GROMOS
45A3, ref 32) or the CG (ref 1) force fields. All systems were
simulated under rectangular periodic boundary conditions. The
weak-coupling algorithm36 was used to maintain a constant
average temperature (at a specified reference value) and pressure
(at 1 atm), with relaxation times of 0.1 and 0.5 ps, respectively,
and an isothermal compressibility of 4.6× 10-4 kJ-1 mol nm3.
All MD simulations were initialized with atomic (AL) or bead
(CG) velocities taken from a Maxwell-Boltzmann distribution
at the desired temperature. Newton’s equations of motion were
integrated using the leapfrog algorithm37 with time steps of 5
(AL) or 40 (CG) fs. The overall system center of mass
translation and rotation was removed at every step. In the AL
model, the bond lengths were constrained using the LINCS
algorithm38 with a relative geometric tolerance of 10-4 and the
nonbonded (exclusively Lennard-Jones) interactions were
truncated at a distance of 1.2 nm. The CG model differs from
the AL model in that (i) no constraining procedure is applied
to (pseudo) bond lengths (which are described by harmonic
springs), (ii) Lennard-Jones interactions between second
(pseudo) neighbors are not excluded, and (iii) for the Lennard-
Jones potential energy term the standard GROMACS shifting
function35 is used between 0.9 nm and the cutoff distance of
1.2 nm. Simulations of five different hydrocarbons were
performed using the AL model, consisting of 128 molecules of
dodecane (n-C12H26, C12), tetradecane (C14H30, C14), hexade-

Figure 1. Definition of the fragments (fc) A, B, C, D, or E) of
hydrocarbon chains for hexadecane (C16) andcis-9-octadecene (C18:
c9). The dotted lines indicate fragment boundaries. Fragments are used
to map the atomic-level (AL) model onto the coarse-grained (CG)
model.
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cane (C16H34, C16), octadecane (C18H38, C18), andcis-9-
octadecene (C18H36, C18:c9). Corresponding simulations using
the CG model were only performed for pure hexadecane and
cis-9-octadecene. In this case, larger systems of 256 or 512
molecules were simulated.

Initial configurations for both types of models were generated
at the experimental density (liquid phase at the specified
temperature), by randomly attributing particle positions while
avoiding particle overlaps and crossing of the hydrocarbon
chains. An initial equilibration phase of 1 (AL) or 10 (CG) ns
was followed by sampling simulations over up to 200 ns (AL)
or 1 µs (CG). The entire sampling periods were used for
analysis. Unless otherwise specified, analysis results are aver-
aged over all hydrocarbon chains in the simulated liquid sample.

Entropy Calculations. Configurational entropy calculations
were performed following the formulation of Schlitter.24 This
analysis provides an approximate value (upper bound)S to the
true configurational entropyStrue of the simulated system,

wherekB is Boltzmann’s constant,T is the absolute temperature,
e is Euler’s number, andp is Planck’s constant divided by 2π.
Here, D is the covariance matrix of mass-weighted atomic
Cartesian coordinates, defined as

wherer is the 3N-dimensional Cartesian coordinate vector of
the N particles (atoms or beads) considered for the entropy
calculation after least-squares fitting onto a reference structure,
M is the 3N-dimensional diagonal matrix containing the
masses of these particles,〈...〉 denotes ensemble averaging, and
the notationa X b stands for the matrix with elementsµ,ν equal
to aµ‚bν. For all systems considered, the initial system configu-
rations (after equilibration) were used as reference to perform
the structural least-squares fitting of trajectory configurations.

To define the notation unambiguously, the symbolSfit
type(cov)

will be used to denote the entropy estimated from the covariance
matrix for the set ofN particles defined by the cov reference
code, using a least-squares fit of trajectory configurations based
on the set of particles defined by the fit reference code, while
the type reference code indicates how the fitting procedure is

performed. Atoms in the fit set may be the same as those in the
cov set, but they may also differ. In the present work, the cov
set is always identical to or a subset of the fit set. In practice,
two alternative sets of particles were used to define cov and fit
as summarized in Table 2, namely, (i) the entire alkane or alkene
chain of a particular hydrocarbon molecule (reference code ch)
or (ii) a fragment of the hydrocarbon chain (reference code fc;
see, e.g., Figure 1).

To investigate the separate contributions of internal and
rotational degrees of freedom to the entropy, two alternative
fitting procedures were used in the superposition of successive
trajectory structures onto the reference one, as summarized in
Table 2 (type reference code). In the first one, the molecular
configurations were superposed via a translational superposition
of centers of mass followed by a rotational least-squares fit,39

thus excluding the rotational motion from the calculated (single-
molecule or single-fragment) configurational entropies.25 This
yields an internal (type: i) or internal per particle (type: ip)
entropy (the latter quantity being the entropy divided by the
numberN of particles in the cov set). In the second one, a
translational superposition was performed without applying any
rotational transformation, thus including the rotational motion
in the calculated (single-molecule or single-fragment) configu-
rational entropies. This yields an internal plus rotational (type:
ir) or internal plus rotational per particle (type: irp) entropy.

TABLE 1: Comparison of the Concepts of Molecular and Single-Molecule Entropies

molecular entropy single-molecule entropy

experiment 1 mol of pure liquid,
standard pressure 1 bar,
specified temperature

NOT accessible

simulation NOT accessible single liquid molecule surrounded by bulk liquid,a

specified temperature

entropy
contributions

single-molecule internal,b

single-molecule rotational,b

single-molecule translational,c

intermolecular correlationsd

single-molecule internal,b,e

single-molecule rotational,b,f

[single-molecule translationalc]

a Due to the mean effect of interactions with the surrounding molecules, the single-molecule entropy in the liquid state is not identical to the
entropy of a single molecule in a vacuum.b The separation of internal and rotational contributions cannot be done unambiquously because of their
coupling through the inertia tensor of the molecule.c The ideal-gas contribution, which can be evaluated analytically through the Sackur-Tetrode
equation based on the molar volume of the liquid at the standard pressure of 1 bar and the given temperature, was not evaluated in the present
study.d Involve the three types of single-molecule degrees of freedom (internal, rotational, and translational); These are currently not accessible
from simulations.e Approximately accessible (upper bound) from simulations through quasi-harmonic analysis using coordinates translationally
and rotationally fitted to a reference structure; This contribution neglects mode anharmonicity and mode correlations (beyond pairwise linear ones)
within the single molecule.f Approximately accessible (upper bound) from simulations through quasi-harmonic analyses with and without rotational
fitting; This contribution neglects the highly correlated nature of rotational motion and could also be estimated from the quantum-mechanical
entropy of a rigid rotor based on the average inertia tensor from the simulation.

Strue < S)
kB

2
ln det[1 +

kBTe2

p2
D] (1)

D ) 〈[M1/2(r - 〈r 〉)] X [M1/2(r - 〈r 〉)]〉 (2)

TABLE 2: Reference Code Definitions for the Particle Sets
Used in Estimating the (Single-Molecule or Single-Fragment;
Internal or Internal Plus Rotational) Configurational
Entropy SFit

Type(cov)a

type description

i internal configurational entropy
(overall translation and rotation removed)

ir internal plus rotational configurational entropy
(overall translation removed)

r rotational entropy contribution (eq 3)
ip internal configurational entropy per particle
irp internal plus rotational configurational entropy per particle

fit and cov description

ch complete alkane or alkene chain
fc fragment of the chain

a A reference code is given for the type of estimate (type), the sets
of atoms used for the fitting (fit), and the mass-weighted covariance
matrix calculation (cov). See the Methods section for definitions.
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The relative contribution of overall rotationsfit
r (cov) to the

total entropy (expressed in percent) may be estimated from the
difference between the entropies calculated using the two fitting
procedures, i.e., as

The reported configurational entropy estimates are the average
values of the (single-molecule or single-fragment; see Table 1)
configurational entropies over the set of molecules simulated,
unless otherwise specified. Corresponding error bars are evalu-
ated as twice the standard deviation around the average.

Results and Discussion

Convergence of the Single-Molecule Entropies in Atomic-
Level and Coarse-Grained Models.Cumulative estimates of
the single-molecule internal configurational entropy (Sch

i (ch);
see Table 2 for reference codes) for hexadecane (C16) treated
with either the atomic-level (AL) or coarse-grained (CG) model
are displayed in Figure 2 as a function of the numbern of (time-
equidistant) configurations used in the estimate and based on
two different simulation periods. In Figure 2a and b, the build-
up curves are displayed for a set of 16 chains taken from a
system consisting of 128 AL C16 molecules simulated for 25
or 2.5 ns at 323 K. The build-up curve averaged over all
simulated hydrocarbon chains is also drawn. The curves are
found to be very similar for all chains, although the spread of
configurational entropies among the 128 simulated molecules
(insets in Figure 2a and b) is significantly larger when the
estimate is based on the shorter simulation period of 2.5 ns
(compared to 25 ns). However, in both cases, the spread is small
relative to the final average entropy value and decreases upon
increasing the number of configurations considered in the

entropy evaluation. Convergence of the average build-up curve
to 99% of its final estimate (for 500 configurations) is reached
with 264 and 314 configurations for the simulation periods of
25 and 2.5 ns, respectively. The corresponding build-up curves
are displayed in Figures 2c and d for comparable simulations
performed with the CG model of C16 (128 chains simulated at
323 K). The entropy estimates based on the CG model require
much fewer configurations to reach convergence, namely 59
or 63 configurations to account for 99% of the final estimate
for the simulation periods of 25 and 2.5 ns, respectively. This
indicates that the accessible conformational space of the CG
C16 chains is sampled much faster compared to that of AL C16
chains, which is not surprising considering that one CG bead
represents four AL atoms. The spread of entropy values among
the 128 molecules (insets in Figures 2a-d) is smaller in the
CG model compared to the AL model, i.e., the distribution of
entropy values over the C16 chains is wider in the AL
representation. A very similar behavior is found forcis-9-
octadecene (C18:c9) chains in both the AL and CG models (data
not shown).

A more detailed analysis of the configurational entropy is
given in Table 3, which reports internalSch

i (ch) as well as
internal plus rotationalSch

ir (ch) single-molecule configurational
entropies for liquid C16 in the AL and CG models for different
simulation periods, different numbers of configurations used in
the entropy estimate, and different reference temperatures. For
practical purposes, entropy differences smaller than 2% are
considered to be negligible, because of the limited intrinsic
accuracy of the method. Expectedly, bothSch

i (ch) andSch
ir (ch)

noticeably increase upon raising the simulation temperature, for
all systems and in both representations, the sensitivity to the
temperature being larger in the AL model compared to the CG
one. Comparatively smaller increases are observed upon in-
creasing the time period used for estimating the entropy. The

Figure 2. Single-molecule internal configurational entropiesSch
i (ch) as a function of the numbern of configurations included in the estimate, for

hexadecane (C16). The estimated entropies are displayed for a randomly chosen set of 16 out of 128 molecules (colored lines) as calculated based
on n ) 0...500 time-equidistant configurations collected from a 25 ns (a and c) or a 2.5 ns (b and d) simulation period with the atomic-level (AL;
a and b) or the coarse-grained (CG; b and d) model. The curves averaged over the 128 molecules are also displayed (thick black lines). The curves
for all 128 simulated chains are shown in scaled insets over the rangen ) 300...500. Error bars are smaller than 0.5 J K-1 mol-1 (not displayed).
See Table 2 and the Methods section for definitions of the entropy codes.

sfit
r (cov) )

Sfit
ir (cov) - Sfit

i (cov)

Sfit
ir (cov)

× 100 (3)

Configurational Entropy of Liquid Hydrocarbons J. Phys. Chem. B, Vol. 110, No. 16, 20068467



relative contributionsch
r (ch) of overall rotation to the configu-

rational entropy of C16 chains does not significantly vary with
temperature and represents about 19% and 47% of the total
single-molecule (internal plus rotational) entropy for the AL
and CG models, respectively.

To assess the convergence of the entropy with respect to
different molecules, single-molecule configurational entropies
of C16 in the AL model at 323 K were estimated from the
concatenated trajectories (each 200 ns in length) of 16 randomly
chosen chains. Figure s1 shows the corresponding build-up
curves of both the internalSch

i (ch) and internal plus rotational
Sch

ir (ch) entropies (see the Supporting Information). It appears
that the concatenated trajectories of three distinct molecules are
already sufficient to generate an ensemble of configurations
accounting for more than 99% of the total internal configura-
tional entropySch

i (ch). A slightly larger number of four trajec-
tories is necessary to also adequately sample the accessible
rotational space and account for 99% of the internal plus
rotational entropySch

ir (ch). Both configurational entropies cal-
culated from the ensembles of 16 concatenated trajectories are
very well converged, which is not surprising considering that
these estimates are based on a total simulation time of 3.2µs.
The configurational entropy estimates are completely indepen-
dent of the chronological order in which the different trajectories
are concatenated (results not shown), which is a direct conse-
quence of the definition of configurational entropy as a
thermodynamic state quantity. In the case of AL C16 at 323 K,
Sch

i (ch) and Sch
ir (ch) are estimated to be 845 and 1050

J K-1 mol-1, respectively. These values agree very well with
those obtained by averaging over all 128 alkane chains simulated
for a period of 200 ns (Table 3), namely, 842 and 1045 J K-1

mol-1, confirming that the latter values are also well converged.
Single-Molecule Configurational Entropies vs Experimen-

tal Molecular Entropies. Experimental molecular entropies
derived from temperature integration of the measured heat
capacity40,41are reported in Table 3. Direct comparison between
experimental molecular entropies and calculated single-molecule

configurational entropies is of limited value for a number of
reasons (Table 1): (i) single-molecule translational entropy
contributions (based on the liquid density at a standard pressure
of 1 bar) are encompassed in the experimental values but are
absent in the calculated ones; (ii) single-molecule rotational
entropy contributions are encompassed in the experimental
values but are absent in (Sch

i (ch)) or overestimated (Sch
ir (ch)) in

the calculated ones; (iii) the calculated (quasi-harmonic) single-
molecule entropies neglect contributions from mode anharmo-
nicity, (supralinear) pairwise mode correlations and all higher-
order correlations;30 (iv) intermolecular correlations among
hydrocarbon chains (involving translational, rotational, and
internal degrees of freedom of the individual chains) contribute
to the experimental molecular entropies, but not to the calculated
single-molecule entropies; (v) experimental and theoretical
values correspond to slightly different temperatures. If the
calculated values forSch

i (ch) could be corrected for these
effects (so as to reach an estimate comparable with experimental
molecular entropies), the correction terms for effects i and ii
would be positive and those for effects iii and iv would be
negative, while approximation v is of minor relevance in view
of the limited temperature dependence of the calculated entropies
(Table 3). On the basis ofSch

ir (ch), the correction term for effect
ii would be negative instead. The observation that theoretical
single-molecule values (eitherSch

i (ch) or Sch
ir (ch)) are found to

be systematically higher than the experimental molecular values
suggests that the neglect of anharmonicity, mode correlation,
and intermolecular correlations is the main cause for the
observed differences.

Despite these limitations, trends in the experimental and
calculated entropies may be compared. For example, both sets
of values for pure liquid hydrocarbons expectedly increase with
increasing chain length. This dependence agrees with the
experimentally observed increase in the molar heat capacityCp,m

upon increasing the hydrocarbon chain length.42 The same trend
is displayed by the calculated per particle values. It is also
interesting to note that there exists a linear relationship between

TABLE 3: Experimental Molecular Entropies and Calculated Single-Molecule Configurational Entropies from MD Simulations
of Liquid Hydrocarbons a

expd calculated

molecule Sliquid
exp Sch

i (ch) Sch
ir (ch) Sch

ip (ch) Sch
irp(ch)

no. atoms
in fit

Sch
r (ch)
(%)

time period
(ns) no. configs

T
(K)

AL model
dodecane 491e 519 699( 1 43 58 12 26 2.5 1000 303
tetradecane 555e 630 813 45 58 14 22 2.5 1000 303
hexadecaneb 606f 830 1032 51 63 16 18 2.5 500 323

838 1041 52 65 16 19 25 500 323
824 1028 51 64 16 20 200 1000 303
842 1045 53 65 16 19 200 1000 323
859 1061 54 66 16 19 200 1000 343

octadecane 697g 970 1178 54 65 18 18 25 1000 323
cis-9-octadecenec 935 1143 52 63 18 18 25 1000 303

CG model
hexadecaneb 176 335 44 84 4 47 2.5 1000 303

176 338 44 84 4 48 25 1000 303
179 339 45 85 4 47 2.5 1000 323
179 341 45 85 4 47 25 1000 323

cis-9-octadecenec 275 452 55 90 5 39 1000 2500 303
280 456 56 91 5 38 1000 2500 323

a Values of the standard deviation around the average (over all molecules) are only reported when larger than 0.5 J K-1 mol-1. Entropies are
calculated using different numbers of configurations collected over simulation periods of different lengths. The number of atoms used for the fitting
procedure, the relative contribution of overall rotation to the absolute entropy, and the simulation temperature are also reported. See Table 2 and
the Methods section for configurational entropy nomenclature.b Results are averaged over the 128 alkane chains simulated.c Results are averaged
over 128 chains among the 512 alkene chains simulated.d Experimental data at 298 K from heat capacity measurements.e Reference 40.f Averaged
from refs 40 and 41.g Reference 41.
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the molecular radius of gyration (averaged over the 128
simulated hydrocarbon molecules) and the inverse of the relative
contribution of rotational entropy to the total entropy (Figure
s2, linear correlation coefficient is 0.99, calculated considering
all n-alkanes).

To analyze in more detail the relationship between experi-
mental measurements and calculations, the heat capacity was
estimated from three simulations (1000 configurations collected
over a simulation period of 200 ns) of 128 AL or CG C16 at
303, 323, and 343 K (Table 3). From these simulations, the
constant-pressure molar heat capacity can be calculated in two
ways based on standard thermodynamic relationships between
two system states A and B.43 First, it can be evaluated as

whereH ) 〈U〉 + P〈V〉 is the molar enthalpy of the system at
the given temperature and pressure. Second, it can be evaluated
as

where S is the molar entropy, this equation following from
integratingCp,m ) T(∂S/∂T)P with the assumption of a constant
heat capacity in the given temperature range. These values can
be compared to the experimental molar heat capacity
Cp,m

exp(323.15 K,1 bar)) 516 J K-1 mol-1 for hexadecane.42

Using eq 4, one finds the valuesCp,m
H (323 K,1 bar)) 273 and

103 J K-1 mol-1 for the AL and CG models, respectively. The
value for the AL model is expected to be comparable with
experiment values (neglecting the possible contribution of the
CH bonds, absent in the united-atom representation), because
the enthalpy accounts for intermolecular correlations. TheP〈V〉
term was found to be of negligible magnitude; errors are not
reported for this qualitative comparison. Using eq 5 together
with the single-molecule configurational entropiesSch

i (ch) re-
ported in Table 3, one findsCp,m

S (323 K,1 bar)) 282 and
Cp,m

S (313 K,1 bar)) 282 J K-1 mol-1 for the AL model, and
Cp,m

S (313 K,1 bar)= 47 J K-1 mol-1 for the corresponding CG
model (the corresponding experimental value extrapolated42 for
313 K being Cp,m

exp(313.15 K,1 bar)) 509 J K-1 mol-1).
However, because the value forCp,m

S is based on approximate
(quasi-harmonic) entropies that neglect the contribution of
molecular translation and rotation as well as intermolecular
correlations, it is not directly comparable with those forCp,m

H

andCp,m
exp. The large decrease in the heat capacity between the

AL and CG models is due to the reduced number of degrees of
freedom in the CG model.

Equations 4 and 5 can also be combined to provide an
estimate of the entropy change upon increasing the temperature

This equation was applied to estimate the change in molecular
entropy (including the effect of molecular translation and
rotation, as well as intermolecular correlations) for a system of
128 AL C16 chains using the total energies from simulations
at 303, 323, and 343 K. The resulting estimated changes in
molecular entropy are∆S(303 K f 323 K) ) 8 ( 4, ∆S(323
K f 343 K) ) 7 ( 4, and∆S(303 K f 343 K) ) 15 ( 4 J

K-1 mol-1. These values can be compared with the correspond-
ing changes in single-molecule configurational entropies derived
from the data in Table 3. These changes are∆Si(303 K f 323
K) ) 18, ∆Si(323 K f 343 K) ) 17, ∆Si(303 K f 343 K) )
35, ∆Sir(303 K f 323 K) ) 17, ∆Sir(323 K f 343 K) ) 16,
and∆Sir(303 Kf 343 K)) 33 J K-1 mol-1, in terms of single-
molecule internal and internal plus rotational entropies. The
correspondence between these and the above estimates for the
molecular entropy change suggests that the leading contribution
to these changes (in the temperature range considered) is due
to single-molecule contributions, while the corresponding
changes in the translational, rotational, and intermolecular
contributions are comparatively small.

To investigate the effect of the solvent environment, the
single-moleculeSch

i (ch) andSch
ir (ch) of a single C16 chain in a

vacuum were estimated from a 200 ns simulation at 323 K with
solute degrees of freedom weakly coupled to an external thermal
bath36 (relaxation time 0.1 ps) based on 1000 trajectory
structures. The results (directly comparable to the MD results
for the liquid phase reported in Table 3),Sch

i (ch) ) 858 and
Sch

ir (ch) ) 1057 J K-1 mol-1, are only 2 and 1% larger than the
corresponding ones for MD of C16 in the liquid phase (Table
3). The small difference can be explained considering that the
configurational entropy of a single solute molecule is affected
by the surrounding environment. The decrease of single-
molecule configurational entropy upon going from the gas to
the liquid phase is due to the restriction of the chain flexibility
due to interaction with neighboring chains in the liquid phase.

Flexibility of Liquid Hydrocarbon Chains. The distribution
of configurational entropy along the hydrocarbon chains was
also determined for the set of hydrocarbons considered. The
calculations were based on a subdivision of the aliphatic chain
into fragments (fc), as illustrated in Figure 1 for C16 and C18:
c9. Fragments of 4 methylene groups were chosen because the
CG model maps the same subgroups of atoms of the AL model
to a single bead. Figure 3 shows the single-fragment internal
and internal plus rotational configurational entropies per particle,
sch

ip (fc) and Sch
irp(fc), for the set of hydrocarbons investigated.

Expectedly, the latter values are always larger than the former
ones, because they (approximately) encompass the rotational
entropy contribution for the fragment. However, similar distri-
butions are observed for the two quantitiessch

ip (fc) andSch
irp(fc)

(with only the exception of C18:c9, see below). The entropy is
larger for the fragments in the terminal parts of the chains
compared to the corresponding central fragments, indicating that
the former are comparatively more flexible than the latter. The
curves are also symmetrical with respect to the middle of the
chain, as expected for a sufficient sampling of the accessible
configurational space (i.e., adequate convergence of the entropy
calculations). For C18:c9, the internal configurational entropy
of the central fragment is significantly lower compared to C18
due to the presence of the central double bond in this fragment.
This bond confers a higher degree of rigidity to the two
neighboring fragments (cf. C18 and C18:c9 fragments with
central atom sequence numbers 6 and 12 in Figure 3). In
contrast, the internal entropy estimates for the two terminal
fragments are similar for C18 and C18:c9. The distribution of
internal plus rotationalSch

irp(fc) configurational entropy for
C18:c9 follows the same trend as that of the internal configu-
rational entropy, except for the central fragment. This more rigid
fragment is found to provide a large contribution to the rotational
entropy, even if its internal contribution is reduced. This
observation suggests that the central part of the chain experi-
ences rotational motions which are not strictly depending on

Cp,m
H )

H(TB) - H(TA)

TB - TA
(4)

Cp,m
S )

S(TB) - S(TA)

ln(TB/TA)
(5)

∆SH ) S(TB) - S(TA) ≈ [H(TB) - H(TA)] ln(TB/TA)

TB - TA
(6)
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its flexibility. Estimates ofSch
i (fc) and Sch

ir (fc) for the other
hydrocarbons considered in the present study are given in Table
s1.

Comparison of Atomic-Level and Coarse-Grained Models.
Configurational internal plus rotational entropies based on the
AL and CG models are compared in Table 4 on a fragment
(AL) or bead (CG) basis. A third set of entropies corresponds
to a CG representation derived from the trajectory simulated
using the AL model, in which the center of mass of each
fragment is mapped to a bead (MAP). Note that the AL entropies
involve (translational) superposition of trajectory configurations
based on the individual fragment, while the superposition is
based on the whole chain for the CG and MAP cases. Results
for CG C16 and CG C18:c9 are directly comparable (although
they were calculated from simulations of different time lengths
and using different numbers of configurations), because com-
plete convergence was reached in both cases for the corre-
spondingSfc

ir (fc) entropies (not shown). The MAP and CG
results are directly comparable (i.e., they can be used to assess
the compatibility between the AL and CG models, in terms of
sampling of configurational space and flexibility). The CG
model clearly provides a reasonable description of the overall
hydrocarbon chain flexibility with reference to the AL model
(in its mapped form) for both C16 and C18:c9. The agreement
is slightly better for C16 compared to C18:c9 chains, the latter
being more flexible around the central part in the CG model
compared to the AL model (in its mapped form). This small
discrepancy between AL and CG models could probably be
reduced by using a slightly stiffer bond-angle potential around
the central bead of CG C18:c9.

The comparison of the AL and MAP results provides an
indication of the loss in configurational entropy upon coarse-

graining the AL model. This entropy loss depends on the
fragment position along the chain. This may be a consequence
of the fact that back-folding of the chain ends occurs to a larger
extent in the AL model than in the CG model, because (i) the
CG beads are larger than the corresponding AL united-atom
particles and (ii) back-folding requires large deviations from
the equilibrium angles in the CG model but can be achieved
through a number of comparatively smaller deviations of bond
angles and torsional angles in the AL model. It can also be
noticed that the entropy loss is comparatively larger for C16
than for C18:c9. This is because, in the former molecule, the
coarse-graining reduces the original 16 united atoms to 4 beads,
while, in the second, the reduction is from 18 to 5, so that the
ratio between the number of degrees of freedom in the CG and
AL models is larger in this latter case.

Vaporization enthalpies (∆Hvap) were also calculated from
(N,p,T) ensembles as previously described32,34 and used for
comparison of the two models. From simulations of C16 (AL
2 ns; CG 30 ns) at 303 K, we find∆Hvap

AL ) 80 and∆Hvap
CG ) 66

kJ mol-1. Vaporization thermodynamic analysis is being pursued
in more detail elsewhere.

Conformational analysis was performed for C16 and C18:c9
in terms of pseudo-bond angles and pseudo-torsional angles
between mapped fragments (AL model) or beads (CG model).
The corresponding normalized distributions averaged over all
the 128 simulated molecules are displayed in Figure 4. For C16,
a good correspondence is found between AL and CG pseudo-
bond angle distributions (A-B-C and B-C-D). The agree-
ment is not as good for the pseudo-torsional angle (A-B-C-
D), where the normalized distribution for the CG model shows
a uniform sampling, while the corresponding AL model (in its
mapped form) shows a bias toward low angles. This observation
can be explained considering that in the CG model no dihedral-
angle potential is applied, in contrast to the AL model. For C18:
c9, a good correspondence is observed between the two sets of
normalized distributions (except for a slight shift in the peak
position for the B-C-D pseudo-bond angle). For both C16
and C18:c9, the CG model displays only slightly narrower

Figure 3. InternalSch
ip (fc) and internal plus rotationalSch

irp(fc) configu-
rational entropies per particle for different liquid hydrocarbons calcu-
lated for fragments along the chain based on the AL model at
temperatures specified in Table 3. Fragment entropies are displayed as
a function of the atom sequence number along the alkane chain. Error
bars are smaller than 0.5 J K-1 mol-1 (not displayed). The lines are
meant to guide the eye. See Table 2 and the Methods section for
definitions of the entropy codes.

TABLE 4: Comparison between the Atomic-Level (AL) and
Coarse-Grained (CG) Models for Hydrocarbon Chains in
Terms of Single-Fragment (or Bead) Configurational
Entropiesa

Sfc
ir (fc) Sch

ir (fc) Sch
ir (fc)

(J K-1 mol-1)

system fc AL MAP CG

hexadecaneb A 211 133 131
B 209 111 110
C 209 111 110
D 211 133 131

cis-9-octadecenec A 211 135 136
B 209 117 121
C 66 101 108
D 209 117 121
E 211 135 136

a Standard deviations around the average are smaller than 0.5 J K-1

mol-1. For a direct comparison, the configurational entropy is also
calculated based on the centers of mass of single-fragments in the AL
model, which map onto corresponding coarse-grained beads (MAP).
Fragment (fc) nomenclature refers to Figure 1. See Table 2 and the
Methods section for definitions of the entropy codes.b AL and MAP
data is from 25 ns MD simulation at 323 K (500 configurations used).
CG data is from 1µs MD simulation at 323 K (2500 configurations
used).c AL and MAP data is from 25 ns MD simulation at 303 K (500
configurations used). CG data is from 2.5µs at 303 K (2500
configurations used). Note: fragment C only includes 2 united atoms,
which map onto one specific bead in the CG model.
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pseudo-bond angle distributions compared to the AL model (in
its mapped form), despite the reduced number of degrees of
freedom.

Differences between the AL and CG models were further
analyzed for C16 by calculating distributions of the head-to-
tail distance. The results are shown in Figure 5. Similar
distributions are found for the AL (MAP form) and CG
trajectories, with peaks centered at about 1.2 nm. The distribu-
tion of the fragment centers of mass in the AL model (MAP) is
slightly shifted toward shorter distances compared to the

distribution of CG beads, which is due to the internal flexibility
of the four-atom fragments in the AL model. The distribution
for the AL model is broader and shifted by 0.3 nm toward larger
distances. This is not unexpected since the distance between
the center of mass of a fragment and one of its outer atoms is
about 0.19 nm.

Finally, the general structural properties of the liquid in the
AL and CG models were compared by calculating three different
types of radial distribution function (rdf) for C16: (i) for the
carbon-atom coordinates (AL model), (ii) for the coordinates
of the centers of mass of the AL fragments (MAP), and (iii)
for the CG beads (CG). Rdfs for the atoms (AL) or beads (CG)
from one randomly chosen molecule were calculated based on
1000 trajectory structures of C16 at 323 K, excluding the
neighboring carbon atoms (AL) or beads (CG) of the same
molecule. The results are shown in Figure 6. The CG model
evidences stronger ordering (higher peak) than the AL and MAP
models, especially in the first coordination shell. However, the
number of particles in this first shell (about 6) is almost the
same in the three cases as observed from the rdf integrals.
Additionally, a slightly larger number of particles coordinated
at 2.0 nm for the CG liquid with respect to the MAP one is
observed, corresponding to a higher liquid density (an observa-
tion which agrees with previously reported liquid densities for
the AL32 and CG1 models). Differences between the CG and
MAP models that may directly affect the rdfs are the follow-
ing: (i) the size of one CG bead (0.47 nm in diameter) is
constant during the simulation, while fragments of four AL
methylene groups have a variable size; (ii) the CG model does
not involve constraints for the distances but rather harmonic
springs between consecutive beads; and (iii) the AL force field
excludes Lennard-Jones interactions up to second nearest
neighbors, while the CG force field restricts the exclusion to
first neighbors.

Conclusions

In the present work, the properties of liquid hydrocarbons
have been investigated using models at two different resolution
scales, namely, atomic-level (AL) and coarse-grained (CG)

Figure 4. Normalized probability distributions of pseudo-bond and
pseudo-torsional angles from simulations (AL 25 ns; CG 1µs) of liquid
hexadecane (C16) at 323 K and liquidcis-9-octadecene (C18:c9) at
303 K, defined based on mapped beads (MAP; grey lines) or beads
(CG model; black lines). Mapped beads refer to the centers of mass of
the AL fragments. All 128 simulated C16 chains were used to calculate
the averaged normalized distributions. Fragment and bead nomenclature
refers to Figure 1.

Figure 5. Normalized probability distributions of head-to-tail distance
from simulations (AL 25 ns; CG 1µs) of liquid hexadecane (C16) at
323 K, defined based on the two terminal united atoms (AL model;
dashed black line), the two terminal mapped beads A and D (MAP;
grey line), or beads A and D (CG model; solid black line). Mapped
beads refer to the centers of mass of the AL fragments. All 128
simulated C16 chains were used to calculate the averaged normalized
distributions. Fragment and bead nomenclature refers to Figure 1.

Figure 6. Radial distribution functions (rdf)g(r) and their integrals
from (AL 25 ns; CG 1µs) simulations of liquid hexadecane (C16) at
323 K, defined based on the two terminal united atoms (AL model;
dashed black line), the two terminal mapped beads A and D (MAP;
grey line), or beads A and D (CG model; solid black line). The functions
(rdf; thin lines) were calculated taking into account all united atoms,
mapped beads, or beads excluding intramolecular pairs. The corre-
sponding running integralsê of 4πr2Fg(r) are also shown (thick lines).
Mapped beads refer to the centers of mass of the fragments. Fragment
(bead) definition refers to Figure 1.
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models. The following main conclusions can be drawn from
this study:

(A) The values of single-molecule configurational entropies
based on molecular dynamics (MD) simulations using the quasi-
harmonic approach may depend significantly on the simulation
period considered and on the number of structures used to
estimate the configurational entropy. For the set of hydrocarbons
considered, the sampling of internal motion is reached on a time
period of tens of nanoseconds (based on 500 structures or more)
for both AL and CG models. In the latter case, the reduced
number of degrees of freedom allows convergence to be reached
from even shorter simulations. On the contrary, the rotational
contributions, (qualitatively) captured in the internal plus
rotational single-molecule entropy, require comparatively longer
simulations to reach complete convergence.

(B) A comparison between single-molecule configurational
entropies and (experimentally accessible) molecular entropies
is difficult. While the first quantity can be estimated by MD
simulations within the limits of the quasi-harmonic approxima-
tion, the second (including the diffusive degrees of freedom and
the effect of intermolecular correlations) is currently difficult
to access by simulation. However, the temperature dependences
of the two quantities, related to the corresponding molar heat
capacities, appear to be comparable (AL model vs experiment)
in the limited temperature range considered. This temperature
dependence is found to be weaker in the case of the CG model.

(C) The loss of configurational entropy upon coarse-graining
the simulation model AL to CG can be estimated by comparing
AL atomic trajectories to corresponding bead trajectories (MAP)
obtained by mapping fragment centers of mass to one bead based
on the same trajectories. For hexadecane andcis-9-octadecene,
the entropy loss upon coarse-graining (which depends on the
fragment position along the chain) is found to be on the order
of 40-100 J K-1 mol-1 per bead and to be systematically higher
for hexadecane thancis-9-octadecene.

(D) The CG model provides a good description of the overall
hydrocarbon chain flexibility with reference to the AL model
(MAP form) for the hydrocarbons considered. In the case of
cis-9-octadecene, the CG model could be further improved by
using a slightly stiffer pseudo-bond angle potential for the central
bead corresponding to the AL double bond. A reasonable
agreement between the two levels of resolution (MAP vs CG)
was met for all structural properties investigated (i.e., pseudo-
bond angle and pseudo-torsional angle distributions, head-to-
tail distance distributions, and distribution functions in the liquid
phase). The different nature of the two force fields considered
affects short-range local properties to a larger extent than it does
long-range averaged ones. Indeed, the latter are those properties
of interest for large-size system and/or long-timescale simula-
tions the CG model has been designed for.

The present work represents a first step in the comparison of
the AL and CG models in the context of lipids (the main target
of the CG force field by Marrink et al.1), the tails of which
correspond to the hydrocarbon templates studied here. Although
the present study supports a good correspondence between AL
and CG force fields, a comparison of other thermodynamic
properties (e.g., thermodynamic quantities related to vaporization
and solvation) would be useful. Such investigation is of primary
importance to define a nonarbitrary procedure for the param-
etrization of CG force fields and their extension to other
chemical groups of biological relevance (e.g., amino acid
residues and DNA base pairs), by using the match to experi-
mental thermodynamic quantities as a general criterion.
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P. H.; Krüger, P.; Mark, A. E.; Scott, W. R. P.; Tironi, I. G.Biomolecular
Simulation: The GROMOS96 Manual and User Guide; vdf Hochschulverlag
AG an der ETH Zu¨rich and BIOMOS b.v.: Zu¨rich, Groningen, 1996.

(32) Schuler, L. D.; Daura, X.; van Gunsteren, W. F.J. Comput. Chem.
2001, 22, 1205.

(33) Oostenbrink, C.; Villa, A.; Mark, A. E.; van Gunsteren, W. F.J.
Comput. Chem.2004, 25, 1656.

(34) Schuler, L. D.; van Gunsteren, W. F.Mol. Simul.2000, 25, 301.
(35) van der Spoel, D.; van Buuren, A. R.; Apol, M. E. F.; Meulenhoff,

P. J.; Tieleman, D. P.; Sijbers, A. L. T. M.; Hess, B.; Feenstra, K. A.;

8472 J. Phys. Chem. B, Vol. 110, No. 16, 2006 Baron et al.



Lindahl, E.; van Drunen, R.; Berendsen, H. J. C.GROMACS User Manual,
version 3.1.1; Groningen, The Netherlands, 2002; http://www.gromacs.org/.

(36) Berendsen, H. J. C.; Postma, J. P. M.; van Gunsteren, W. F.; Di
Nola, A.; Haak, J. R.J. Chem. Phys.1984, 81, 3684.

(37) Hockney, R. W.Methods Comput. Phys.1970, 9, 136.
(38) Hess, B.; Bekker, H.; Berendsen, H. J. C.; Fraaije, J. G. E. M.J.

Comput. Chem.1997, 18, 1463.
(39) McLachlan, A. D.J. Mol. Biol. 1979, 128, 49.
(40) Finke, H. L.J. Am. Chem. Soc.1954, 76, 333.

(41) Parks, G. S.; Moore, G. E.; Renquist, M. L.; Naylor, B. F.;
McClaine, L. A.; Fujii, P. S.; Hatton, J. A.J. Am. Chem. Soc.1949, 71,
3386.

(42) Banipal, T. S.; Garg, S. K.; Ahluwalia, J. C.J. Chem. Thermodyn.
1991, 23, 923.

(43) Reif, F. Macroscopic parameters and their measurements. In
Fundamentals of statistical and thermal physics; McGraw-Hill: Singapore,
1965 (int. ed. 1985); p 139.

Configurational Entropy of Liquid Hydrocarbons J. Phys. Chem. B, Vol. 110, No. 16, 20068473


